Investigating and Simulating the Effect of Word Fragments as Orthographic Clues in Crossword Solutions
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Abstract

A number of models of word structure represent orthography in terms of features indexing individual letters and adjacent letter pairs within the word. This permits word parts to be represented independent of position, but leaves the open question of whether partial letters arranged in multiple clusters (fragments) provide better memory retrieval cues. To answer this, we conducted a study in which expert and novice crossword players completed crossword problems for words of different lengths and with different numbers of letter cues. Although expertise, word length and a number of cues provided strong predictors of accuracy and response times, within each cue/word-length condition, neither the number of word fragments nor the maximum size of word fragment provided a consistent advantage. A computational model using letter pairs as features, but no higher-order representation of orthography, accounted for effects of expertise, word length, and number of cues, and similarly did not produce systematic effects on the number or sizes of fragments. Results suggest that, to a first approximation, letter-pair representations are sufficient to account for the performance in word stem and word fragment completion, crossword, and potentially other word reading/identification tasks.
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Introduction

Models of reading and word representation in Latin-character languages have often represented orthography in terms of features associated with both individual letters and letter pairs (Grainger & Van Heuven, 2003; Thanasuan & Mueller, 2014). For example, the feature-based representation for FORCE would include F, O, R, C, and E, along with *F, FO, OR, RC, CE, and E* (where * indicates a word boundary). This scheme permits representing a sequence without coding the absolute position of a letter within a word, and so it enables similarity-based comparisons to be robust to prefixes and suffixes (ENFORCE, FORCEFIELD) with graded similarity to some grammatical modifications (FORCING). Such models have been successful at accounting for data in a number of reading, memory, and word completion paradigms, but less is known about whether higher-order orthographic representations such as trigrams (or “Wickelphones”) are useful, and whether cues involving multiple letter pairs are better than those involving fewer pairs.

Although such representations have often been tested in a general population of readers (who are assumed to have substantial experience with the problems of memory retrieval based on orthographic information), another factor to consider is whether extensive deliberate practice with word-fragment completion changes the level of representation used, or permits better use of multiple word fragments in cueing a correct word. Thus, expert word game players may produce fundamentally different results, showing evidence of different or higher-order representations in word completion tasks in their domains of expertise.

A number of researchers have examined crossword solvers to identify their memory retrieval and problem-solving abilities and strategies. For example, Nickerson (1977, 2011) explored crossword puzzle solving processes relating to lexical memory and categorized daily crossword cues in order to understand information retrieval of the solvers. Moreover, Toma, Halpern, and Berger (2014) compared visuospatial and verbal working memory among college students, crossword and Scrabble experts using a symmetry span task and a reading span task. They found that participants from the two elite groups performed the cognitive tasks better than the novice group, but the results between the two groups were not statistically different.

Mueller and Thanasuan (2013); Thanasuan and Mueller (2014) developed and implemented computational models of crossword solving based on the Recognitional-primed decision making model (RPD; Klein, 1993), the Bayesian Recognitional Decision Model (BRDM; Mueller, 2009), and a computational model of word-stem completion (Mueller & Thanasuan, 2014). The models used data from a database of millions of real crossword clues and answers, and used a letter-pair feature set to represent orthography. Expertise effects were accounted for in terms of speed, strategy, and retrieval fluency, and although the models performed better than novices, they did not achieve as good performance as did experts. This may have arisen in part because of the orthographic representation: a computer performing logical template-based matches of word stems can generally reduce the candidate set substantially more than our representation (see Ginsberg, 2011), which would have improved performance significantly.

Letter Clusters as Orthographic Clues

Typically, a partially-filled answer in a crossword grid is easier to solve than one with no letter cues, in part because it limits the search set in mental lexicon (Nickerson, 2011), and
Crossword Solving Model

Previously, we have described a cognitive computational model of crossword solving that accounts for expertise, word length, clue difficulty, and letter-clue effects (Mueller & Thanasuan, 2013; Thanasuan & Mueller, 2014), that we will use in this study. The model simulates crossword answers via two independent routes: semantic and orthographic memory associations (see Figure 1). Mueller and Thanasuan (2013) indicated that the best model representing crossword solving performance was the dual route model with three different conditions for novice, expert and best performance simulations. This model first attempts retrieval via the orthographic route. If it fails, the model searches via semantic associations.

Orthographic Associations | Answer | Semantic Associations
---|---|---
Q* | QUIZ | QUICK
QU | UI | CLASSROOM
UI | Z | TEST
IZ | I | HANDOUT
*Z | Z' | SURPRISE

Figure 1: Example of semantic and orthographic routes

The orthographic route model works by representing orthography according to associations between features of a word and crossword answers. Orthographic features that were used include letters, letter pairs, and a distributed length code that helps limit possible answers to words of similar length to the clue. The model was trained on a lexicon of more than 4 million crossword clue answers, and so it has rich associations between these features and existing crossword answers. The representation does not include any higher-order letter clusters (sequences of three or more letters). If there are word fragment effects (depending on size or number of clusters) that cannot be accounted for by the model, this may indicate higher-order representations are needed. The challenge for higher-order representations is that the number of features required scales with the power of the cluster size, making naive representations unmanageable, especially when most of these features never appear in a given language. The alternative would be to begin incorporating syllable representations informed by phonology (see Fudge, 1969; Mueller, Seymour, Kieras, & Meyer, 2003), morphology, or information-theoretic measures, the present study seeks to determine whether this increased complexity is necessary.

To test the model, we investigated the role that word fragments play in crossword puzzle solutions among both experts and novices. A crossword paradigm task was used in which participants were given single clues with partial
letter hints. Although the task requires matching or retrieval from both semantic memory and orthographic memory, we focused on studying the solving mechanisms associated with orthographic clues and word fragments. Furthermore, to assess the role of word fragments on representation, a crossword-solving model based on Mueller and Thanasuan (2013); Thanasuan and Mueller (2014) was adapted to simulate crossword answers and response times. Our approach is to examine whether factors that would be consistent with the use of higher-order representations improve performance, and to demonstrate whether the model shows a similar effect. To do this, we examined whether the size of the largest cluster, and the number of clusters in a clue had an impact in retrieval times or accuracy for both novices and experts.

Experimental Results and Model Simulation

Data from 198 participants were analyzed in this study. Accuracy was assessed by whether the final set of letters were exactly correct after the enter key was pressed to confirm the response, whereas response times were measured from a starting time (when a participant first saw a trial) until the participants hit the enter key. Average accuracy and response time of the crossword experts were $0.76 \pm 0.19$ (67 from 90 trials) and $4.82 \pm 2.67$ seconds per each trial, respectively. Meanwhile, a mean of success rate of the novices was $0.53 \pm 0.15$ (47 from 90 trials) and an average response time was $6.69 \pm 1.88$ seconds per each trial. Retrieval times of both experts and novices were estimated from the starting time until the first key was pressed (when the participants typed a first letter to an answer space). An average retrieval time of the novices was $5.73 \pm 1.56$ seconds, so the time for the simulations of the Novice model was $0.57$ ($5.73$ divided by a search set size of 10). The time of the experts was $3.13 \pm 1.01$ seconds, then the time for the simulation of the Expert model was $0.22$ ($3.13$ divided by a search set size of 25). Average typing speeds of each keystroke of the novices and the experts were $0.35$ seconds and $0.22$ seconds, respectively.

Figure 3 shows solving performance across the number of letter cues for both success rate and response times. It indicates that the experts performed faster and better than the novices did. Also, both groups of participants performed better when the number of present letters increased. A one-way Analysis of Variance (ANOVA) was used to analyze letter cuing effects, which indicated a significant improvement for both success rates and the response times of both experts and novices as the number of letter cues increased ($p$-value < 0.05).

Model simulation

To simulate data, we compared two model parameter settings per expertise conditions (Nov=Novice, Exp=Expert), varying the search set size (10, 10, 25, and 50 for models of Nov1, Nov2, Exp1 and Exp2, respectively), recovery (0.5, 3, 25 and 100), and retrieval speed (130 ms, 130 ms, 570 ms, 570 ms). We assigned the same value ($10^{-9}$) to smoothing or- thographic and semantic parameters in order to optimize and balance solving performances of these two routes. These parameters increase chances of getting answers that have been associated to only one item in the memory activation distribution. All other parameters were fixed to the same levels used in previous simulations. The search set size parameter impacts the number of highly-active candidates retrieved during solution; the recovery parameter affects the probability that a response can be generated once a memory trace has been selected, and the retrieval speed affects the time needed to retrieve a candidate and verify whether or not it is correct. Retrieval and typing speeds were determined from the experimental results. Reading speed was taken from Ziefle (1998)’s study regarding an effect of display resolution, which is about 0.33 seconds per word. Then, a solving time of each trial was

Experiment

Participants

Eighty-five undergraduate students were recruited from Michigan Technological University (MTU) subject pool as crossword novices. In addition, 113 crossword experts were recruited from online crossword communities. Both groups of participants completed an online crossword study and a demographic survey via web browser. The study protocol was reviewed and approved by MTU Institutional Review Board.

The survey was given to participants at the beginning of the experiment. The novices were $19.94 \pm 1.5$ years old in average. Eighty-three percent of them rarely or never solved crossword puzzles, but some of them played other word games such as Scrabble or Words With Friends. The experts were $45.07 \pm 15.99$ years old in average. They reported that they have solved crossword regularly for $16.76 \pm 15.35$ years and 44 percent of them have participated in crossword tournaments such as American Crossword Puzzle Tournament (ACPT).

Materials and stimuli

Six sets of 15 crossword paradigm task problems were given to participants in this study. The answers were limited to only a set of four, six and eight letter words. In each trial, we gave participants a crossword clue along with some randomly filled letters, as shown in Figure 2. The number of present letters ranged from zero (no letter cue) to only one missing letter (almost a complete answer). They had 15 seconds to solve each trial and only one chance to give an answer.

![Figure 2: Example of the crossword paradigm task](image-url)
Accuracy and response times of the human data and the simulations for each length and the number of present letters

![Graphs showing success rate and response time for different lengths and present letters.]

Figure 3: Dots represent means of correct responses and reaction times and error bars indicate 95% confidence intervals estimated from Equation 1:

$$T_{solving} = cl * t_{reading} + n * t_{retrieval} + wl * t_{typing}$$

where $cl$ is the total number of words in a clue, $t_{reading}$ represents the reading speed, $n$ is the number of candidate answers that the model generates before it gets the first answer that fits the pattern, $t_{retrieval}$ is the retrieval times of the novices and the experts, $wl$ is word length, and $t_{typing}$ is the typing speeds of the novices and the experts, which are 0.35 seconds and 0.22 seconds, respectively. We used two model settings to enable two bracketed models that can account for different levels of expertise.

Table 1 shows simulation results from the crossword play model across the four different settings; two novice models (Nov1 and Nov2) and two expert models (Exp1 and Exp2). The Nov2’s success rate and response times were almost the same as the novice data, whereas Exp1 and Exp2 produced success rates and response times closely related to the expert data. Model fits were assessed via Root-Mean-Square Error (RMSE), shown Table 1. The Nov2 model was the best fitting model on both accuracy and response times of the novice data. Meanwhile, Exp2 was the best fitting model in accuracy and Exp1 was the best fitting model in response times of the expert data. However, we chose the Exp1 model to represent the expert data, since an average RMSE of the accuracy and

![Graphs showing success rate for different word lengths and letter clusters.]

Figure 4: Results for 4, 6, and 8-letter words. Each panel represents a fixed number of letter cues, and the horizontal axis represents the effect as the number of clusters increases.
the response times of Exp1 was less than the other. Moreover, Figure 3 compares the results of Nov2 and Exp1 to the human data.

Table 1: Model results (mean and standard deviation) and Root-Mean-Square Errors (RMSE)

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Model</th>
<th>Mean (SD)</th>
<th>RMSE Novice</th>
<th>RMSE Expert</th>
</tr>
</thead>
<tbody>
<tr>
<td>Acc.</td>
<td>Nov1</td>
<td>0.38 (0.06)</td>
<td>0.17</td>
<td>0.42</td>
</tr>
<tr>
<td></td>
<td>Nov2</td>
<td>0.55 (0.05)</td>
<td><strong>0.09</strong></td>
<td>0.26</td>
</tr>
<tr>
<td></td>
<td>Exp1</td>
<td>0.7 (0.04)</td>
<td>0.21</td>
<td>0.1</td>
</tr>
<tr>
<td></td>
<td>Exp2</td>
<td>0.77 (0.04)</td>
<td>0.28</td>
<td><strong>0.07</strong></td>
</tr>
<tr>
<td>RT (s)</td>
<td>Nov1</td>
<td>4.71 (0.46)</td>
<td>1.58</td>
<td>1.9</td>
</tr>
<tr>
<td></td>
<td>Nov2</td>
<td>6.0 (0.39)</td>
<td><strong>1.24</strong></td>
<td>2.2</td>
</tr>
<tr>
<td></td>
<td>Exp1</td>
<td>3.75 (0.22)</td>
<td>3.83</td>
<td><strong>1.4</strong></td>
</tr>
<tr>
<td></td>
<td>Exp2</td>
<td>5.49 (0.37)</td>
<td>2.09</td>
<td>1.83</td>
</tr>
</tbody>
</table>

Note: The bold numbers indicate the smallest value in each performance.

**Effects of number of clusters on completion accuracy**

The number of letter clusters (groups of two or more adjacent letters) was computed for each orthographic clue. Figure 4 shows means of success rates of each letter cluster for each word length. Each connected line shows how performance changed within each cue number and word length condition as the number of letter clusters increased. Although there were occasional fluctuations, there were no systematic effects of the number of letter clusters on either experts and novices, which was confirmed by a logistic regression and a Chi square goodness-of-fit test (experts: $\chi^2(3) = 6.01, p = .11$ and novices: $\chi^2(3) = 3.22, p = .36$).

The models reasonably replicated human solving abilities (see Figures 3 and 4), although they somewhat underperformed expert performance as a function of number of letters in the cue. On particular word length/number of cue combinations, the model or the humans saw changes with respect to number of clusters and these were sometimes shown in both the model and human data. To the extent that any of these are systematic, they may have stemmed from the way that for any particular word, some combinations of letter clues will do a better job of reducing or eliminating alternative completions, and these combinations may be covered better or worse by clusters of letters. Thus, although the number of letters given improves solution performance significantly, neither the model nor the human data showed systematic effects of this variable on solution accuracy.

**Effects of maximum cluster size on completion accuracy**

The effects of cluster sizes on accuracy are shown in Figure 5. Similar to the finding with number of clusters, there was little systematic effect of the size of the largest cluster on solution accuracy. Participants occasionally performed better when they were given more adjacent letters, such as for two-letter and four-letter cues of eight-letter words, and in these cases similar effects were seen for both the model and the data. The logistic regression and the Chi-square test were conducted to determine the effects of maximum cluster sizes. The results indicated that the effects were non-significant on accuracy for...
Discussion

The goals of this study were to investigate the effect of word fragments to determine whether humans enjoyed an advantage of using word fragments that were not predicted by a model using letter-pair representations. We hypothesized that if higher-order orthographic representations were in use, then for a given word length and number of presented letters, when the number or size of word fragments increased, both experts and novices would improve. The findings from the crossword paradigm task suggests that although experts performed crossword solving better than novices did, and the number of letter clues influenced the solving performances on both accuracy and response times, the properties of word fragments we looked at had little impact on performance. Similarly, the model accounted for effects of expertise, word length, and stem size, but showed no systematic effects on these properties of letter clusters. This suggests that, to a first approximation, orthographic models using letter-pairs are still appropriate in representing word retrieval processes.

Nevertheless, we believe that higher-order representations may prove useful in understanding more complex and advanced crossword solving behavior. It may be features associated with morphological, phonological, and syllabically-consistent clusters will both provide substantial advantages for solving, as well as be critical for explaining how long crossword clues are solved. For example, a typical American-style puzzle published in a Saturday New York Times puzzle will have two or more answers that are 15 letters long (ONECINALIFETIME has been used at least 20 times), and such clues are even more common in cryptic-style crossword puzzles popular outside the United States. More than 5000 such answers have appeared in print, and almost all of them are short multi-word phrases. It is likely that the division between composing multiple words, and composing a single word from multiple meaningful lexical units that fit together according to grammatical rules is not as clear as it might seem. Regardless, the representations, processes and mechanisms a model would require to solve multi-word clues (i.e., word-level features) would be similar to what would be needed to use syllable or morpheme-level features for single-word clues, and addressing this problem may help understand segmentation in reading, listening, and non-latin languages different rules and practices of segmentation. Consequently, we believe that it may remain useful to consider whether pronounceable clusters, syllables, or morphological units can form features, and to test this in future experiments.
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